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Introduction

• AI -> IDC -> AI

• Two AI Projects: MIDI and MHub
• MIDI: Medical Image De-Identification  

• MHub: Model Hub - AI model platform  

• Leverage DICOM standard



• Digital Imaging and Communications in 
Medicine (DICOM)

• Standard interface for AI Tool Development

• Data Harmonization and Interoperability

• Supports AI-generated Features overlaid on 
images

The International Organization for Standardization 
recognizes DICOM® as the ISO 12052 standard

Leveraging DICOM imaging file standard

https://www.dicomstandard.org/about


Imaging Data Commons (IDC)

https://imaging.datacommons.cancer.gov

https://imaging.datacommons.cancer.gov/


• Data exploration, visualization, cohort building

• Free download and accessible in the cloud

• Tutorials and Colab notebook examples for applying 
AI models to IDC data

• >78 TB data from numerous studies:

Imaging Data Commons (IDC)

• Radiology

• Digital pathology

• Fluorescence

• AI-derived features

• Clinical data

• DICOM image file standard



• Identifiable patient data in images

• Need: a tool to automate de-identification 

• Solution: Medical Image De-Identification 
(MIDI) tool

• AI can enhance the use of imaging datasets

• Need: an AI model platform to build, store, 
and provide reproducible image analysis

• Solution: Model Hub (MHub) platform

Enhance IDC Data: AI addresses Needs



• To ensure patient privacy, medical images must 
be de-identified before sharing 

• Compliance with legal requirements:
• Health Insurance Portability and Accountability Act 

(HIPAA)

• General Data Protection Regulation (GDPR)

• DICOM simplifies de-identification

• DICOM has explicit rules for de-identifying 
images

Medical Imaging De-Identification (MIDI)



• Identifiable data in IDC DICOM files are 
currently manually removed at TCIA

• Save time and money with a comparable 
automated de-identification tool
• External: Images can be de-identified at low cost 

• Internal: CRDC can validate de-identification

• Not yet available to the public

• Final testing: real data - manual vs automated

Medical Imaging De-Identification (MIDI)



PHI burned into DICOM Images

• Top: before de-
identification

• Bottom: after de-
identification

• Note: DICOM 
examples all 
presented with 
synthetic PII/PHI



PHI in DICOM Header: Before MIDI 

Identifiers

Dates

Name



PHI in DICOM Header: After MIDI 

Identifiers changed

Dates randomly 
shifted

Name removed



MIDI Testing Misstep: Google Maps

• Synthetic PII including made-up addresses used to test MIDI

• Google algorithm could not find fake addresses in Google Maps

• The “missed” PII flagged as an error in MIDI pipeline 

Address correctly 
NOT FOUND

TO EXIST

NO MIDI 
MASKING

of the synthetic PII



MIDI Pipeline: Phase 3

Real PHI to evaluate: The Cancer Imaging Archive (TCIA) manually 
curated DICOM images v/s MIDI automated 

Data
Submission

Evaluation
Phase

TCIA Pre-
Processing

De-ID
Screen

De-ID
Data

TCIA
DICOM 

Files MIDI Automated

TCIA Manual

De-ID profile
Adjustment



• Goals

• Survey community de-identification tools 

• Develop a benchmark dataset and validation 
method to evaluate algorithms 

• DICOM images with synthetic PHI divided into 
validation and test datasets

• 80 registered, 10 teams completed the test phase

• Sage Bionetworks was the challenge platform

MIDI Benchmark Challenge



• 581,265 tracked actions at known locations
• Changing identifiers, shifting dates, removing PHI

• Actions also included not removing non-PHI

• Top 5 teams scored 99.87-99.93% correct

• No team led for all types of actions

• Possible to combine best practices from teams

• MIDI pipeline scored comparatively to the    
Top 5

MIDI Benchmark Challenge: Results



• MIDI Datasets: Medical images with synthetic patient 
identifiers [2020-2022], 2021 publication

• Task Group: Image de-identification guidelines and best 
practices [2022-2023], 2023 publication

• Workshop: Image de-identification in radiology and digital 
pathology [May 2023], reports 1 and 2

• MIDI Benchmark Challenge: Objective assessment of image 
de-identification tools [Oct 2024], results

• MIDI Pipeline: Scalable & AI-enabled image de-identification 
[2020 - ], based on Google Sensitive Data Protection API

MIDI Components & Accomplishments

https://pubmed.ncbi.nlm.nih.gov/34272388/
https://pubmed.ncbi.nlm.nih.gov/37033463/
https://pubmed.ncbi.nlm.nih.gov/38997571/
https://pubmed.ncbi.nlm.nih.gov/38980626/
https://www.synapse.org/Synapse:syn53065760/wiki/629528
https://cloud.google.com/security/products/dlp?hl=en


• Platform for reproducible AI models 

• Reproducible AI image processing 
• Harmonized input/output, containerized

• Deep Learning Models for feature annotation, 
prediction, and classification

• Models published in the literature

• Features generated by one model can be used 
as input for other models

Model Hub (MHub)



IDC <-> MHub Virtuous Cycle

IDC

Image with
No Features

Image with 
Features

MHub

Harmonized 
Model

Image with 
Features

The features are 
captured as part of 

the image in the IDC

3
The harmonized model 
generates new image 

features

21
An IDC image with 

no features gets fed 
into an MHub model



IDC <-> MHub Virtuous Cycle

IDC

Image with
Features

Image with 
Prediction 
as Metadata 

MHub

Predictive 
Model

Cancer 
Type 
Prediction

The cancer type 
prediction is stored 
as metadata in IDC

3
The predictive model 

generates  cancer type 
prediction

21
An IDC image with 

features gets fed into a 
predictive MHub model

Cancer 
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Cancer 
Type 

Prediction



Self-Serve MHub & IDC AI annotations

• Planned Self-service capability for MHub
• Step by step guides, tutorials, Github framework

• Based on published AI models

• Super-charging the IDC <-> MHub Virtuous Cycle



• Medical Image De-Identification (MIDI) 
• Users can de-identify DICOM images

• CRDC to validate de-identification at submission

• Imaging Data Commons (IDC) 
• Stores de-identified DICOM images

• Download and/or analysis with tools in the cloud

• Model Hub (MHub)
• Harmonized AI model repository, accepting DICOM as input and 

producing DICOM and other outputs

• Virtuous cycle: MHub AI models run on IDC datasets produce 
annotation datasets, stored back in the IDC for improved data

Medical Image Synergistic Workflow
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